
1.INTRODUCTION 
In recent years, low-cost, high-throughput, digital RNA-Seq 
technology has gradually replaced traditional gene chip 
technology, and its widespread application has played an 
important role in genomics and gene expression [1]. The RNA-
Seq technique is mainly used for sequencing the cDNA 
fragments which are reversely transcribed by the mRNA, and 
a large number of reading segment data is obtained for 
researching the expression degree of the gene. With the 
development of sequencing technology, how to analyze these 
gene expression values and process RNA-Seq data is the 
content of this paper.

In biocomputing, genes will have different levels of gene 
expression in different situations [2]. The common regulation 
of genes will affect the traits of organisms, so cluster analysis 
can cluster genes into different classes according to different 
expression patterns. By clustering genes with similar functions 
into the same class, the unknown biological functions of the 
genes can be obtained. In this paper, the application of some 
clustering algorithms in RNA-Seq is introduced.

First, we need to understand the application of RNA-Seq 
technology. RNA-Seq, also known as full transcription shotgun 
sequencing, is the next generation sequencing technology to 
sequence the transcriptome of biological samples [3]. This 
technology extracts all the transcriptional RNA from the 
samples, and then through reverse transcription to cDNA for 
sequencing, so as to estimate the expression form and level of 
RNA, and understand and analyze the gene expression. The 
resulting data is getting larger and more diverse, so on this 
basis, the processing of data through data mining technology 
also came into being.

Clustering [4] is to divide the data set in the sample into 
different classes according to the internal connection, and 
make the same class have great similarity. There are four 
types of clustering algorithm: distributed, structured, density 
and graph structured. Distributed clustering [5] is a kind of 
clustering that can be generated at one time, and the 
representative algorithm is K-means clustering. Structural 
clustering uses aggregators that have been successfully 
classied, which can be calculated from top to bottom or from 
bottom to top, which represents hierarchical clustering. The 
density clustering algorithm is used for categories of arbitrary 
shape features, and these categories are considered as areas 
in the data set that are larger than a certain threshold. The 
graph structured clustering algorithm only returns one 
solution, which can reduce the running cost, and the 
representative algorithm is Louvain algorithm.

2. Algorithm research method
2.1 K-mean algorithm
K-mean algorithm is a relatively simple algorithm in 

clustering, which can be applied to many elds. Clustering 
cells with the K-mean algorithm is also a successful method. 
Given a set of data (x , x ,…  x ), divide the n data into k sets so 1 2 n

that the variance within each class is minimized. The k initial 
points are randomly selected from the training data as the 
initial points of the class, the Euclidean distance from each 
point to the center point is calculated, and the mean value of 
the data points in each class is calculated as the new center 
point. If there is no change relative to the original center point 
or the change value is less than the threshold, then the 
algorithm ends, otherwise the algorithm is repeated. The key 
of K-mean algorithm is the choice of k value and initial point. 
The value range of k value is [-1, 1]. The larger the value of  k, 
the better the result. 

2.2 Hierarchical clustering algorithm method
Hierarchical clustering algorithm is a kind of structured 
clustering method, which constructs hierarchical clustering 
tree by calculating the similarity between different categories 
of data points. The creation of hierarchical clustering tree is 
divided into two ways: top-down splitting and bottom-up 
merging. Hierarchical clustering can be divided into two 
types: splitting and cohesion [6]. Splitting is a top-down idea. 
At the beginning, all data are regarded as a class until there is 
only one sample in the class. Cohesion is a bottom-up idea [7]. 
At the beginning, each sample is regarded as a different 
class, and the latest pair of classes are combined repeatedly 
until all the data belong to the same class. There are three 
methods for determining the distance by the agglomeration 
hierarchical clustering algorithm: Single Linkage, Complete 
Linkage, Average Linkage. The distance determined by the 
rst method is the distance when the sample points in the two 
classes are closest. The distance determined by the second 
method is the distance when the sample points in the two 
classes are farthest, which may make the two similar classes 
unable to be combined because the extreme values are too 
far. The last method is to calculate the mean value of all 
distances between samples. Although this method has a large 
amount of calculation, the results are reasonable. 

2.3 Graph structure clustering algorithm
Lougain [8] algorithm is a heuristic clustering algorithm 
based on optimization. The implementation of this algorithm 
mainly consists of two steps. Firstly, the nodes in the network 
are traversed continuously, and all the neighbors are 
traversed for each node. The income generated by adding 
neighbors to the node is calculated, and the neighbor who 
gets the maximum income is selected to join the group. If there 
is no income or the income is negative, the node remains in the 
group. Repeat the process until all the nodes no longer 
change. Secondly, the group formed in the rst stage is folded, 
each combination is combined and the super node is taken as 
a super node to reconstruct the network, and the weight value 
among the new nodes is calculated. The two steps are iterated 
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until the algorithm ends.

Compared with other algorithms, this algorithm is relatively 
easy to implement, and the results are unsupervised. This 
algorithm is very fast and the complexity of typical sparse 
data is linear. After several iterations, the data will become 
less sharply, so the time of this algorithm is mainly consumed 
in the rst iteration.

3.CONCLUSIONS
These traditional clustering methods are based on heuristic 
algorithm, which is difcult to compare the advantages and 
disadvantages of various algorithms. These algorithms can 
get better clustering results when applied to RNA-Seq data. 
These methods basically use Poisson distribution to model 
RNA-Seq data, but there are some differences between these 
data and Poisson model [9][10], and there is no specic 
principle to determine the optimal number of classes, so it is 
also a problem to be solved in the future to propose a better 
algorithm for clustering.
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